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Open Problems: By Number

Problems suggested at the IITK Workshop on Algorithms for Data Streams 2006:

- Problem 1: Fast $L_1$ Difference
- Problem 2: Quantiles
- Problem 3: $L_\infty$ Estimation
- Problem 4: Deterministic Summary Structures
- Problem 5: Characterizing Sketchable Distances
- Problem 6: Filtering Irrelevant Data
- Problem 7: Estimating Earth-Mover Distance
- Problem 8: Mixed Norms
- Problem 9: Open-Shortest-Path-First Routing
- Problem 10: Multi-Round Communication of Gap-Hamming Distance
- Problem 11: Counting Triangles
- Problem 12: Deterministic CUR-Type Decompositions
- Problem 13: Effects of Subsampling
- Problem 14: Graph Distances
- Problem 15: Semi-Random Streams
- Problem 16: Graph Matchings
- Problem 17: The Massive, Unordered, Distributed-Data Model
- Problem 18: Finite Cursor Machines
- Problem 19: Sketching vs. Streaming
- Problem 20: Relations between Streaming Models
- Problem 21: Deterministic Heavy-Hitters & Fast Matrix Algorithms

Problems suggested at the IITK Workshop on Algorithms for Processing Massive Data Sets 2009:

- Problem 22: Random Walks
- Problem 23: Approximate 2D Width
- Problem 24: “Ultimate” Deterministic Sparse Recovery
- Problem 25: Communication Complexity and Metric Spaces
- Problem 26: Equivalence of Two MapReduce Models
- Problem 27: Modeling of Distributed Computation
- Problem 28: Randomness of Partially Random Streams
- Problem 29: Strong Lower Bounds for Graph Problems
- Problem 30: Universal Sketching
- Problem 31: Gap-Hamming Information Cost
- Problem 32: The Value of a Reverse Pass
- Problem 33: Group Testing
- Problem 34: Linear Algebra Computation
- Problem 35: Maximal Complex Equiangular Tight Frames

Problems suggested at the Bertinoro Workshop on Sublinear Algorithms 2011:
Problem 36: Learning an $f$-Transformed Product Distribution
Problem 37: Testing Submodularity
Problem 38: Query Complexity of Local Partitioning Oracles
Problem 39: Approximating Maximum Matching Size
Problem 40: Testing Monotonicity and the Lipschitz Property
Problem 41: Testing Acyclicity
Problem 42: Graph Frequency Vectors
Problem 43: Rank Lower Bound
Problem 44: Approximating LIS Length in the Streaming Model
Problem 45: Streaming Max-Cut/Max-CSP
Problem 46: Fast JL Transform for Sparse Vectors
Problem 47: Annotated Streaming
Problem 48: Sketching Shift Metrics
Problem 49: Sketching Earth Mover Distance
Problem 50: Sparse Recovery for Tree Models

Problems suggested at the Dortmund Workshop on Algorithms for Data Streams 2012:

- Problem 51: “For All” Guarantee for Computationally Bounded Adversaries
- Problem 52: TSP in the Streaming Model
- Problem 53: Homomorphic Hash Functions
- Problem 54: Faster JL Dimensionality Reduction
- Problem 55: Applications of Clifford Algebras in Graph Streams
- Problem 56: Efficient Measures of “Surprisingness” of Sequences
- Problem 57: Coding Theory in the Streaming Model
- Problem 58: Signatures for Set Equality
- Problem 59: Low Expansion Encoding of Edit Distance
- Problem 60: Single-Pass Unweighted Matchings

Problems suggested at the Bertinoro Workshop on Sublinear Algorithms 2014:

- Problem 61: RNA Folding
- Problem 62: Principal Component Analysis with Nonnegativity Constraints
- Problem 63: Submodular Matching Maximization
- Problem 64: Matchings in the Turnstile Model
- Problem 65: Communication Complexity of Connectivity
- Problem 66: Distinguishing Distributions with Conditional Samples
- Problem 67: Difficult Instance for Max-Cut in the Streaming Model
- Problem 68: Approximating Rank in the Bounded-Degree Model
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Problem 1: Fast $L_1$ Difference

In data streaming, the focus is often on the space complexity of solving particular problems. It turns out that, in practice, when processing massive streams online, time efficiency is just as important, if not more so, than space usage. For many aggregates, such as $L_2$, $F_0$, quantiles, heavy hitters and so on, not only are the best known solutions optimal or nearly optimal in space, they also turn out to be very time efficient. Indeed, for many problems it seems that some solutions are known which require very little time to process each update in the stream. One notable exception is the problem of computing the $L_1$ difference between two vectors specified by streams. The well-known way to do this involves using 1-stable distributions (the Cauchy distribution), and tracking the inner product of each vector with a pseudo-random vector whose entries are each drawn from a Cauchy distribution. However, to get sufficient accuracy requires tracking a large number of independent inner-products, which means each update can be quite costly.

The main open question therefore is to study the time complexity of $L_1$ difference computations. Two possible directions suggest themselves:

- The algorithms of Indyk and Woodruff [IndykW-05], and simplifications by Bhuvanagiri et al. [BhuvanagiriGKS-06] give improved bounds for $F_k$ computations, $k > 2$, based on estimating large frequencies individually and removing; this approach has been extended to quantities such as entropy [BhuvanagiriG-06]. Can it also apply to $L_1$?
- Recent work [LiHC-06] has studied sparse random projections for $L_2$. Follow up work [Li-06] has extended this to sparse projections using stable distributions. What time bounds does this imply for $(\epsilon, \delta)$-approximation of $L_1$ distance?

A more general open question arises. So far, there has been considerable success in proving space lower bounds for data stream computations using tools from communication complexity and cell probe model. Is it possible to give non-trivial time lower bounds for update cost (either worst case or amortized) on data streams? Note that the difference between an $O(1)$ and $O(\epsilon^{-2} \log^3 n)$ algorithm for processing each update in a stream translates into the difference between an $O(n)$ and $O(n\epsilon^{-2} \log^3 n)$ algorithm, which might be considered only a small difference in traditional algorithms.

Problem 2: Quantiles

The problem of tracking the quantiles (median and generalizations thereof) of a distribution produced by a stream has attracted significant study over the last decade [MankuRL-98,MankuRL-99,GreenwaldK-01,GilbertKMS-02,CormodeM-05,ShrivastavaBAS-04,GuhaM-06]. For deterministic algorithms on insert only streams, two algorithms obtain the best (and incomparable) space bounds: $O(\epsilon^{-1} \log \epsilon N)$ words [GreenwaldK-01] and $O(\epsilon^{-1} \log U)$ words [ShrivastavaBAS-04], where $U$ is the size of the domain from which the input is drawn.

The Greenwald-Khanna algorithm [GreenwaldK-01] is simple to implement, and works on streams of items drawn from arbitrary domains. However, the analysis is rather involved; moreover, attempts to modify the analysis for different situations (say, weighted input items, merging summaries together, giving different guarantees to different ranges etc.) lead to heuristics at best, which may no longer have strict guarantees and known bad cases. The $q$-digest algorithm [ShrivastavaBAS-04] is much simpler to analyze and more amenable to variations, meaning that several generalizations and alternatives have been proposed [HershbergerSST-04,CormodeKMS-06]. However, it carries with it a factor of $\log U$, meaning that the universe has to be known, making it impractical for tracking quantiles over streams of floating point values, or strings.

This leads to some interlinked open questions:

1. What is the optimal space bound for an algorithm to compute quantiles of a data stream? Is $O(\epsilon^{-1})$ words achievable?
2. Can the Greenwald-Khanna algorithm, or a variation thereof, submit to a simpler analysis which will allow generalizations of the algorithm to be more easily proposed and studied?
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Problem 3: $L_\infty$ Estimation

One of the earliest results shown in data streaming is that approximating $L_\infty$ of a stream of values requires space proportional to the dimensionality of the stream. The hard case used to prove this is when most items in the stream have frequency of occurrence 1, and approximating $L_\infty$ is equivalent to testing whether any item has frequency two or higher. However, a variation of this problem is routinely studied under the name “heavy hitters.” Here, the lower bound is avoided by asking to find all items whose frequencies are greater than some fixed fraction $\phi$ of the total stream length, and tolerating approximation error $\epsilon$. Bounds are then provided which are polynomial in $1/\phi$ or $1/\epsilon$. A side effect of these algorithms is to estimate $L_\infty$ of the stream with error proportional to $\epsilon$ times the $L_1$ or $L_2$ norm of the stream. Let the stream consist of items specified in $\log m$ bits. For insert only streams, the best space bound is $O(\epsilon^{-1} (\log m + \log L_1))$[MisraG-82,MetwallyAA-05], for computing on the difference between two streams the bounds are $O(\epsilon^{-1} \log m (\log m + \log L_1))$[CormodeM-05a]. These algorithms approximate the $L_\infty$ distance in the sense above, but additionally identify a set of items which contribute significantly to the distance.

The open question is whether it is possible to approximate $L_\infty$ with additive error in terms of $\epsilon$ times $L_1$ or $L_2$ with less space. In particular, is it possible to reduce the dependency on $m$, since this is not needed in the output? One possible direction is to analyze data structures such as the Count-Min sketch, from which items frequencies can be estimated and in which $m$ does not occur in the (word) space complexity [CormodeM-05].[1]

Notes

1. Formally, $\log m$ does affect the bit space complexity in two places: the data structure consists of $O(\log 1/\delta)$ hash functions whose specification requires $O(\log m)$ bits; and $O(\epsilon^{-1} \log 1/\delta)$ counters which in the worst case may count to the $L_1$ norm of the whole stream—this may perhaps be addressed by using approximate counters.
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Problem 4: Deterministic Summary Structures

Given a stream of elements of the form \((i, \delta)\) where \(i \in [n]\) and \(\delta \in \{-1, 1\}\) define the frequency of an element to be \(f_i = \sum_{(i, \delta)} \delta\).

We wish to find estimates \(\hat{f}_i\) for each \(f_i\) such that

\[
|\hat{f}_i - f_i| \leq \epsilon L_1
\]

where \(L_1 = \sum_i |f_i|\). The Count-Min algorithm is a randomized \(O(\epsilon^{-1} \log(mn) \log \delta^{-1})\)-space algorithm that returns such estimates with probability \(1 - \delta\) [CormodeM-05]. This is nearly optimal as the space lower bound is \(O(\epsilon^{-1} \log(m) \log \epsilon n)\) [Ganguly-06].

However, in practice it is desirable to have deterministic algorithms rather than randomized algorithms. Using a deterministic collection of primes [Muthukrishnan-06], Ganguly [Ganguly-06] devised a deterministic \(O(\phi^{-2} \epsilon^{-1} \log^2 (mn))\)-space algorithm that returned all items \(i\) with \(|\hat{f}_i| \geq \phi L_1\) and no \(j\) satisfying \(|f_j| \leq (1 - \epsilon) \phi L_1\). While this algorithm has the advantage of being deterministic, it uses more space than the Count-Min algorithm. Does there exist a deterministic algorithm that uses the same amount of space as Count-Min? Such an algorithm would lead to space-efficient algorithms for a range of problems including hierarchical heavy hitters, estimating inner product sizes, approximately optimal \(B\)-bucket histograms etc. Unfortunately, we conjecture that no such algorithm exists. Either an algorithm or lower bound would be very interesting.
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Problem 5: Characterizing Sketchable Distances

Some of the early successes in developing algorithms for the data stream model related to estimating $L_p$ norms [FeigenbaumKSV-02, Indyk-00, AlonMS-99] and the “Hamming norm” $L_0$ [CormodeDIM-03]. What other distances, or more generally “measures of dissimilarity,” can be approximated in the data stream model? Do all sketchable distances essentially arise as norms, specially, if deletions are allowed? Note that the set similarity distance (symmetric difference over union) can be estimated in the streaming model in the absence of deletions [BroderCFM-00].

Recent work provides some preliminary results [GuhaIM-07]. Let $f = (f_1, \ldots, f_n)$ and $g = (g_1, \ldots, g_n)$ be two frequency vectors defined by a stream in the usual way. Consider a distance $d(f, g) = \sum_i \phi(f_i, g_i)$ where $\phi : \mathbb{N} \times \mathbb{N} \to \mathbb{R}^+$ and $\phi(x, x) = 0$. If there exist $a, b, c \in \mathbb{N}$ such that

$$\max \left( \frac{\phi(a + c, a)}{\phi(b + c, a)}, \frac{\phi(a, a + c)}{\phi(b, b + c)} \right) > \alpha^2$$

then it can be shown that any one-pass $\alpha$-approximation of $d(f, g)$ requires $\Omega(n)$ space where the stream defining $f$ and $g$ has length $O(n(a + b + c))$. Similar results hold for multiple-pass algorithms and for probabilistic divergences of the form $d(f, g) = \sum_i \phi(p_i, q_i)$ where $p_i = f_i / L_1(f)$ and $q_i = g_i / L_1(g)$. These results suggest that for a distance $d$ to be sketchable, $d(x, y)$ needs to be some function of $x - y$. In particular, they show that multiplicative approximation of all $f$-divergences and Bregman divergences, such as Kullback-Leibler and Hellinger, requires $\Omega(n)$ space with $L_1$ and $L_2$ being notable exceptions.

Update

It was shown that for norms small sketches are equivalent to good embeddings into $\ell_{1-\varepsilon}$ [AndoniKR-14].

Problem 6: Filtering Irrelevant Data

For many problems most of the stream is irrelevant and a good use of a streaming algorithm could be to filter out the irrelevant parts of the stream such that the data left is small enough to be processed by an I/O efficient algorithm. How effective can a small-space algorithm be at such filtering for a given problem? An alternative idea that addresses similar issues is to allow a data stream algorithm to delete and annotate the stream and take multiple passes as in [DemetrescuFR-06]. If the deletion of irrelevant elements was a large component of the algorithm then it would not make sense to measure the total number of passes taken by the algorithm but, rather, the total number of elements processed.
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Problem 7: Estimating Earth-Mover Distance

Consider a stream of red points $R$ and blue points $B$ from a 2-dimensional grid $[\Delta]^2$, in an arbitrary order. We assume $|R| = |B| = n$. The Earth-Mover Distance (EMD) between $R$ and $B$ is the value of the min-cost matching between $R$ and $B$, i.e.,

$$\text{EMD}(R, B) = \min_{\pi : R \rightarrow B} \sum_{p \in R} \|p - \pi(p)\|,$$

where $\pi$ is a one-to-one mapping, and $\| \cdot \|$ is (say) the $L_1$ norm.

What are the space vs. approximation tradeoffs achievable by streaming algorithms for this problem? In particular, is there an $O(1)$-approximation algorithm using $(\log n + \log \Delta)^{O(1)}$ space?

It is known that there is an $O(\log \Delta)$-approximation algorithm using that much space [Indyk-04]. That algorithm proceeds essentially by embedding EMD into $L_1$ [Charikar-02, IndykT-03]. However, any such embedding must incur at least $\Omega(\sqrt{\log \Delta})$ distortion [NaorS-06]. So one would need to do something else to get $O(1)$-approximation.

Update

It was shown that the decision version of the problem (distinguish the cases, when the EMD distance is at most 1 vs. at least $D$ for $D = O(1)$) does not allow sketches of the constant size [AndoniKR-14].

Problem 8: Mixed Norms

For any vector $x$, let $\|x\|_0$ be a norm-like function computing the number of non-zero elements in $x$. Consider the following norm-like function $\| \cdot \|_{2,0}$ over $n \times n$ matrices $A = [a_1 \ldots a_n]$:

$$\|A\|_{2,0} = \left( \sum_{i=1}^{n} (\|a_i\|_0)^2 \right)^{1/2}.$$

Assume we are given a stream of $m$ updates $(i, j, \delta)$ to $A$, interpreted as $A[i, j] := A[i, j] + \delta$, starting from $A = 0$. What is the smallest space needed by a streaming algorithm estimating $\|A\|_{2,0}$ up to a factor of $1 \pm \epsilon$? An upper bound of $O(\text{poly}(\epsilon^{-1}) \cdot \sqrt{n} \cdot \text{polylog}(n))$ is known as long as $A \geq 0$ [CormodeM-05b]. There are no non-trivial lower bounds known.

Problem 9: Open-Shortest-Path-First Routing

Open-Shortest-Path-First (OSPF) routing is an intra-domain routing protocol where each link of a network is assigned a weight and each packet is forwarded along the shortest path given these weights (e.g. [KuroseR-04]). Initially, the weight of a link is the reciprocal of the bandwidth of the link. However, as a link becomes congested, it would make sense to discourage the use of the link by increasing the weight of the link. We are interested in setting these weights such that the flows in the network are routed “optimally” for some appropriate notion of optimality. At present this is done locally at each link. Unfortunately, this often causes oscillatory behavior. Is there a distributed-stream approach to this problem? In particular, traffic is monitored at each router subject to the usual streaming constraints and a limited amount of communication is permitted between the routers. Given these limitations, is it possible to implement a better, more “global” solution.

It should be mentioned that for many notions of optimality, achieving optimal routing is NP-hard even when the traffic matrix is known and weights are set by some central authority. Consequently, it would be necessary to focus on notions of optimality that are at least achievable in such an idealized setting. Alternatively, one could ask which heuristics can be implemented in the distributed-stream setting. Comparisons between different solutions could be in terms of the rate of convergence to stable solutions.
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Problem 10: Multi-Round Communication of Gap-Hamming Distance

Consider the communication problem **Gap-Hamdist**: Alice and Bob are given length \( n \) binary strings \( x \) and \( y \) such that either the Hamming distance \( \Delta(x, y) \leq n/2 \) or \( \Delta(x, y) \geq n/2 + \sqrt{n} \). The one-way communication complexity of **Gap-Hamdist** is known to be \( \Omega(n) \) [IndykW-03, Woodruff-04]. Recently, a simpler proof was discovered using a reduction from **Index** [JayramKS-07]. Is the multi-round communication complexity also \( \Omega(n) \)? There is a \( \Omega(\sqrt{n}) \) lower-bound from a reduction from **Set-Disjointness** but we conjecture that the lower-bound is actually \( \Omega(n) \).

If the conjecture is true then it would imply stronger multiple-pass lower bounds for estimating \( F_0 \) [IndykW-03, Woodruff-04, BarYossefJST-02] and entropy [BhuvanagiriG-06, ChakrabartiCM-07]. Alternatively, if the conjecture is not true then it would be interesting to see if better multi-pass algorithms exist for \( F_0 \) and entropy.
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Problem 11: Counting Triangles

Given a stream in which edges are inserted and deleted to/from an unweighted, undirected graph, how well can we count triangles and other sub-graphs? Most of the previous work has focused on the case of insertions [BarYossefKS-02, JowhariG-05, BuriolFLMS-06] although it appears that one of the algorithms in [JowhariG-05] may work when edges can be deleted. Is it possible to match the insert-only bounds when edges are inserted and deleted?
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Problem 12: Deterministic CUR-Type Decompositions

A CUR-decomposition of $A$ expresses $A$ as a product of three matrices, $C$, $U$, and $R$, where $C$ consists of a small number of actual columns of $A$, $R$ consists of a small number of actual rows of $A$, and $U$ is a small, carefully constructed matrix that guarantees that the product $CUR$ is “close” to $A$. Recent work [DrineasMM-06, DrineasMM-06a, DrineasMM-06b] proved the existence and provided efficient randomized algorithms for CUR decompositions that are nearly as good as the best rank-$k$ approximation to $A$ that is obtained by truncating the SVD. Hence, the columns of $A$ that are included in $C$, as well as the rows of $A$ that are included in $R$, can be used in place of the eigencolumns and eigenrows, with the added benefit of improved interpretability in terms of the original data. Note the structural simplicity of a CUR matrix decomposition:

\[
\begin{pmatrix}
A \\
m \times n
\end{pmatrix} \approx \begin{pmatrix}
C \\
m \times c
\end{pmatrix} \begin{pmatrix}
U \\
c \times r
\end{pmatrix} \begin{pmatrix}
R \\
r \times n
\end{pmatrix}.
\]

We briefly expand on the latter point. In many cases, an important step in data analysis is to construct a compressed representation of $A$ that may be easier to analyze and interpret. The most common such representation is obtained by truncating the SVD at some number $k \ll \min\{m, n\}$ terms, in large part because this provides the “best” rank-$k$ approximation to $A$ when measured with respect to any unitarily invariant matrix norm. Unfortunately, the basis vectors (the so-called eigencolumns and eigenrows) provided by this approximation (and with respect to which every column and row of the original data matrix is expressed) are notoriously difficult to interpret in terms of the underlying data and processes generating that data. Gould, in the “Mismeasure of Man” [Gould-96], provides examples where such reification of the singular vectors (or principal components or “factors”) resulted in social policy with potentially devastating consequences for large groups. For example, the vector $[(1/2) \text{ age} - (1/\sqrt{2}) \text{ height} + (1/2) \text{ income}]$ being one of the significant uncorrelated “factors” from a dataset of people’s features, is not particularly informative. From an analyst's point of view, it would be highly preferable to have a low-rank approximation that is nearly as good as that provided by the SVD but that is expressed in terms of a small number of actual columns and/or actual rows of a matrix, rather than linear combinations of those columns and rows. Our CUR matrix decomposition is a direct formulation of this problem. For example, the CUR matrix decomposition was recently applied to hyperspectrally-resolved medical imaging data [MahoneyMD-06]. In this application, a column...
corresponds to an image at a single physical frequency and a row corresponds to a single spectrally-resolved pixel, and it was shown that data reconstruction and classification tasks can be performed with little loss in quality even after substantial data compression.

The main existing result for CUR matrix decompositions is the following.

**Theorem** (Drineas et al. [DrineasMM-06b]). Given a matrix \( A \in \mathbb{R}^{m \times n} \) and an integer \( k \ll \min\{m, n\} \), there exist randomized algorithms such that if \( c = O(\epsilon^{-2} k \log k \log(1/\delta)) \) columns of \( A \) (in expectation) are chosen to construct \( C \), and then \( r = O(\epsilon^{-2} c \log c \log(1/\delta)) \) rows of \( A \) (in expectation) are chosen to construct \( R \), then with probability at least \( 1 - \delta \),

\[
\|A - CUR\|_F \leq (1 + \epsilon)\|A - A_k\|_F.
\]

Here, the matrix \( U \) is a weighted Moore-Penrose inverse of the intersection between \( C \) and \( R \), and \( A_k \) is the best rank-\( k \) approximation to \( A \). The randomized algorithm runs in time \( O(\text{SVD}(A_k)) \), which is the time required to compute the best rank-\( k \) approximation to the SVD [GolubV-89].

Many important questions remain open within the context of CUR-type decompositions. The most important one is to devise deterministic algorithms. Whereas, from a theoretical viewpoint, the randomized algorithms are satisfactory, deterministic algorithms would be much preferable. Results of Gu and Eisenstat [GuE-96] and Stewart [Stewart-99,Stewart-04] may help towards this goal. Also relevant is work by Goreinov, Tyryshnikov, and Zamarashkin [GoreinovTZ-97,GoreinovT-01] that was motivated by applications such as scattering, in which large coefficient matrices have blocks that can be easily approximated by low-rank matrices. They showed that if the matrix \( A \) is approximated by a rank-\( k \) matrix to within an accuracy \( \epsilon \) then there exists a choice of \( k \) columns and \( k \) rows, i.e., \( C \) and \( R \), and a low-dimensional \( k \times k \) matrix \( U \) constructed from the elements of \( C \) and \( R \), such that \( A \approx CUR \) in the sense that \( \|A - CUR\|_2 \leq \epsilon f(m, n, k) \), where

\[
f(m, n, k) = 1 + 2\sqrt{kn} + 2\sqrt{km}.
\]

In [GoreinovTZ-97], the choice for these matrices is related to the problem of determining the minimum singular value \( \sigma_k \) of \( k \times k \) submatrices of \( n \times k \) orthogonal matrices. In addition, in [GoreinovT-01] the choice for \( C \) and \( R \) is interpreted in terms of the maximum volume concept from interpolation theory, in the sense that columns and rows should be chosen such that their intersection \( W \) defines a parallelepiped of maximum volume among all \( k \times k \) submatrices of \( A \).

A second research topic is to improve the error bounds of previous results, and improve the dependency of the number of sampled columns and rows on \( k \) and \( \epsilon \). Again, the aforementioned results from the numerical linear-algebra community will serve as starting points.
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Problem 13: Effects of Subsampling

When processing very fast streams, it is not feasible to run a streaming algorithm on the entire stream, even one that can process each element in $O(1)$ time. Rather it is necessary to sample from the stream and to process the sub-stream using a streaming algorithm. For standard problems such as estimating $F_0$, how does the sub-sampling affect the accuracy of the streaming algorithms? How should the sampling rate and the per-element time-complexity of a streaming algorithm be traded-off to achieve optimal results?

Another way to formalize this question, suggested by Muthukrishnan, is in terms of what part of the stream to skip and which to stream. A formal definition of the model and algorithms for estimating $F_2$ and others can be found in [BhattacharyyaMMY-07].

**Problem 14: Graph Distances**

Given a stream of edges defining a graph $G$, how well can we estimate $d_G(u, v)$, the length of the shortest path between two nodes $u$ and $v$? Progress that has been made on this problem is based on constructing spanners [FeigenbaumKMSZ-05,FeigenbaumKMSZ-05a,ElkinZ-06,Baswana-06,Elkin-06] where subgraph $H$ of $G$ is an $(\alpha, \beta)$-spanner for $G$ if

$$\forall x, y \in V, \ d_G(x, y) \leq d_H(x, y) \leq \alpha \cdot d_G(x, y) + \beta.$$ 

Clearly, an $(\alpha, \beta)$-spanner gives an $\alpha + \beta/d_G(u, v)$ approximation to $d_G(u, v)$. Since a spanner is constructed independently of $u$ and $v$ it is perhaps surprising that this approach gives nearly optimal results for approximating $d_G(u, v)$ in a single pass [FeigenbaumKMSZ-05]. It is unclear whether there is a better approach for multiple pass algorithms. Clearly, $d_G(u, v)$ can be computed exactly in $d_G(u, v)$ passes but for $d_G(u, v)$ large this is infeasible. Can we do better? For example, how well can $d_G(u, v)$ be approximated in $O(\log n)$ passes? What if the edges arrived in random order?

**Update**

Guruswami and Onak [GuruswamiO-13] showed that checking if $d_G(u, v) \leq 2(p + 1)$ in $p$ passes, where $p = O \left( \frac{\log n}{\log \log n} \right)$, requires $\Omega \left( \frac{n^{1+1/(2p+p)}}{p^{20} \log^{3/2} n} \right)$ bits of space.

Problem 15: Semi-Random Streams

What is the right notion of “semi-random” order streams? While streams are normally assumed to be ordered by some omnipotent adversary, there is a growing body of work in which the order of the stream is assumed to be chosen uniformly from the set of all possible orderings [MunroP-80,DemaineLM-02,GuhaMV-06,GuhaM-06,GuhaM-07,GuhaM-07a]. This “full-random” ordering is interesting as a form of average-case analysis or in a stochastic setting in which each element of the stream is an independent sample drawn from some fixed unknown distribution [GuhaM-07a]. More generally, it would be interesting to develop algorithms whose performance degraded smoothly as the stream ordering became “less-random.” This begs the question of what it means to be “semi-random.”

The following notions were recently proposed [GuhaM-06]:

1. \textit{t-Bounded-Adversary-Random:} A \textit{t-bounded adversary} is a space-bounded adversary that can delay at most \( t \) elements at a time, i.e., can transform a stream \( \langle x_1, \ldots, x_m \rangle \) into a stream of the form \( \langle x_{\sigma(1)}, \ldots, x_{\sigma(m)} \rangle \) if the permutation \( \sigma \) satisfies,

\[
\forall i \in [m], \ |\{j \in [m] : j < i \text{ and } \sigma(i) < \sigma(j)\}| \leq t .
\]

The order of a stream is \( t \)-bounded-adversary-random if it is generated by a \( t \)-bounded adversary acting on a stream whose order is random.

2. \textit{\( \epsilon \)-Generated-Random:} Consider a set of elements \( \{x_1, \ldots, x_m\} \). Then a permutation \( \sigma \) defines a stream \( \langle x_{\sigma(1)}, \ldots, x_{\sigma(m)} \rangle \). We say the ordering of this stream is \( \epsilon \)-\textit{Generated Random} if \( \sigma \) is chosen according to some distribution \( \nu \) such that \( \|\mu - \nu\|_1 \leq \epsilon \), where \( \mu \) is the uniform distribution over all possible orderings.

How do these notions relate to each other? Can we develop algorithms whose performance degrades smoothly as the stream ordering becomes “less-random” using either definition? For a given application, which notion is more appropriate? Are there other useful definitions for semi-random order?
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Problem 16: Graph Matchings

Given a weighted graph with $n$ nodes and $m$ edges, the maximum weighted matching (MWM) problem is to find the set of edges of maximum weight such that no two edges share an end-point. MWM is a classic graph problem and exact polynomial solutions are known [Edmonds-65,Gabow-90,HopcroftK-73,MicaliV-80]. The fastest of these algorithms solves the maximum weighted matching problem with running time $O(nm + n^2 \log n)$. For massive graphs this is still too much and there has been recent work on finding faster approximate algorithms. For the unweighted problem, a linear-time approximation-scheme is known [KalantariS-95]. The best general result is a linear time $(2/3 - \epsilon)$-approximation [DrakeH-03,PettieS-04].

Algorithms in the data stream model were presented in [McGregor-05]. These include $O(n \log n)$-space, $O(1)$-pass algorithms that return a $(1 - \epsilon)$-approximation in the unweighted case and a $(1/2 - \epsilon)$-approximation in the weighted case. Both are also linear time algorithm in the RAM model. The algorithms for unweighted matching are based on finding augmenting paths\(^\text{[1]}\) for an existing matching. Many of the ideas used for finding augmenting paths in the unweighted case carry over to the weighted case. However, it seems that the intrinsic difficulty in achieving a $(1 - \epsilon)$-approximation in the weighted case is that there may be augmenting cycles\(^\text{[2]}\). It seems hard to find augmenting cycles in the streaming model. Is there a lower-bound or does there exist an $O(1)$-pass $O(n \log n)$-space algorithm that returns an $(1 - \epsilon)$-approximation for MWM? In the RAM model, does there exist a linear time $(1 - \epsilon)$-approximation for MWM?

Notes

1. \(\text{[1]}\) An augmenting path is a simple paths of odd length such that every second edge in the current matching.
2. \(\text{[2]}\) An augmenting cycle is an even length cycles such that every second edge is in the matching and swapping the matched edges for the unmatched edges will increase the weight of the matching.
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Problem 17: The Massive, Unordered, Distributed-Data Model

The Massive, Unordered, Distributed-data (MUD) model was recently introduced by Feldman et al. [FeldmanMSSS-06] as an abstraction of part of the infrastructure used at Google. It is related to the MapReduce framework presented in [DeanG-04]. In the multi-round, multi-key MUD model, $n$ data records are distributed arbitrarily between $M$ machines. Each machine maps each record to (key, value) pairs. All pairs corresponding to the same key are then “reduced” to a single record. This reduction is performed by an $O(\text{polylog } n)$-space streaming computation. The process repeats for a total of $l$ rounds.

The model is very powerful and it was proven that any EREW-PRAM algorithm can be simulated in the multi-round, multi-key MUD model if the number of keys and rounds is sufficiently large [FeldmanMSSS-06]. In practice we are primarily interested in computing with a small number of keys and rounds. What can be computed given $k$ keys and $l$ rounds?

Problem 18: Finite Cursor Machines

The Finite Cursor Machine (FCM) model is an abstract model for database query processing based on abstract state machines [GroheGLSTV-07]. This model has the following fixed structure:

1. A **background structure** $\mathcal{U}$ that consists of an infinite set $U$ of potential database entries, and some functions and predicates on $U$ (e.g., $\mathcal{U} = (\mathbb{N}, \leq, +, \times)$).

2. A **database schema** $\sigma$ that consists of a finite number of relation symbols $R_1, \ldots, R_t$ of arities $r_1, \ldots, r_t$.

The input of a problem in this model is a database $D$ of schema $\sigma$ where $D$ is a collection of $t$ tables $R_1^D, \ldots, R_t^D$ and each table $R_i^D$ is a list of elements from $U^{r_i}$. On every input table, the FCM has a fixed number of cursors which can only move from top to bottom. Apart from this, the FCM also has an internal memory consisting of a constant number of “modes” (comparable to the states of a Turing machine) and a register for storing up to $O(n)$ many bits where $n$ is the total number of tuples in $D$.

Is there a Boolean query from Relational Algebra (or, equivalently, a sentence of first-order logic) that cannot be computed by any composition of FCMs and sorting operations? We conjecture that there is no such Boolean query.

Problem 19: Sketching vs. Streaming

Show that any symmetric function that admits a good streaming algorithm also admits a sketching algorithm. In terms of communication complexity, consider trying to evaluate a symmetric function $f(x, y)$ in each of the following models:

1. **One-Way Communication**: The player knowing $x$ sends a single message to the player knowing $y$ who then has to compute $f(x, y)$.

2. **Simultaneous Communication**: Both players send a message simultaneously to a third party who then has to compute $f(x, y)$.

Obviously any function that can be evaluated with $B$ bits of communication in the simultaneous model can be evaluated in the one-way model with $B$ bits of communication. Are there natural functions that require significantly more communication in the simultaneous model than in the one-way model? It is known that any total, permutation-invariant function that can be computed in the one-way model can be computed in the simultaneous model. See [FeldmanMSSS-06] for further details.
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Problem 20: Relations between Streaming Models

There are many different models for data streaming. For example, in geometry we have the insertion-only model, insertion/deletion model, and the sliding window model. In the insertion-only model we are given a stream of points $p_1, \ldots, p_n$. In the insertion/deletion model the stream consists of $\text{Insert}(p)$ and $\text{Delete}(p)$ operations and is assumed to be valid in the sense that no point is deleted that has not been previously inserted and no point is inserted twice. In the sliding window model we get a stream $p_1, \ldots, p_m$ but we are only interested in the $n$ most recent points.

How do these models relate to each other? Obviously, any algorithm for the insertion/deletion model is also an algorithm in the insertion-only model. Under which assumptions is the opposite true as well? Is there any relation between the insertion/deletion model and the sliding window model? The models are not equivalent since one can obtain an exact algorithm for the sum of points (centroid) under the insertion/deletion model but only a $(1 + \epsilon)$-approximation in the sliding window model. Is it possible to prove that (under reasonable assumptions) these two models are equivalent within a certain approximation factor, i.e., if there is an $\alpha$-approximation algorithm in one model then there is a $(c\alpha)$-approximation algorithm in the other model?

Since the above questions are quite general and may be difficult to answer, here is one that may be easier to solve: Can you prove that the reset model [HoffmannMR-04] is equivalent to uniform sampling?

In the reset model we have a stream of updates $(i, p)$ telling that the new position of point number $i$ is $p$. The conjecture is that the reset model is equivalent to uniform random sampling. Since one direction is immediate, one has to prove that any algorithm in the reset model can be turned into a streaming algorithm that initially chooses a set of points (indices) uniformly at random and tracks the positions of these points. Then the algorithm computes its output based on the position of these points.

Problem 21: Deterministic Heavy-Hitters & Fast Matrix Algorithms

An important ingredient in many recent algorithms for heavy hitters is the Restricted Isometry Property, defined in [CandesRT-06] and, equivalently, in [Donoho-06]. A matrix $\Phi$ with $d$ columns has the $m$-RIP if any submatrix $\Phi_0$ of $m$ columns has low-distortion, i.e., for all $x$, we have $\|x\|_2 \leq \|\Phi_0 x\|_2 \leq 2\|x\|_2$ (after appropriate normalization). The identity matrix has this property; we want to minimize the number of rows in matrices with the $m$-RIP against a lower bound of $\Omega(m \log d)$ rows. It is known that an $O(m \log d) \times d$ matrix of independent Gaussian entries has this property with high probability. Because it is expensive to store fully random numbers, researchers have also looked at pseudorandom and deterministic constructions. It is also known [RudelsonV-06] that a random collection of $m \log^4(d)$ rows of a $d \times d$ Fourier matrix (or any unitary matrix whose entries have bounded magnitude) has the $m$-RIP. A technique in [CormodeM-06,Muthukrishnan-06a] gives a deterministic construction of a matrix with $m^2 \text{polylog}(d)$ rows with the $m$-RIP.

This leads to the following open questions:

1. Give a polynomial-time deterministic construction of a $m \text{polylog}(d) \times d$ matrix with the $m$-RIP. One possibility is constructing a set of $m \text{polylog}(d)$ rows of the Fourier matrix.
2. Give a zero-error randomized construction of such a matrix. Equivalently, give a deterministic polynomial-time test for such matrices (which can be applied to randomized constructions).
3. Improve the number of rows for the Fourier construction from $O(m \log^4 d)$ to $O(m \log d)$ (or show a larger lower bound for Fourier matrices in particular). If necessary, substitute another unitary, bounded-magnitude matrix of your choice for Fourier.

Some related open questions are as follows. A bottleneck in the runtime of [GilbertSTV-07] is the time to multiply an $m \times m$ submatrix $F_{RC}$ of the the $d \times d$ Fourier matrix $F$ by a vector $v$ of length $m$.

1. Provide a $o(m^2)$-time algorithm to multiply $F_{RC}$ by $v$, given as worst case input $v$, the subset $R$ of rows and the subset $C$ of columns.
2. Provide a $o(m^2)$-time algorithm to multiply $F_{RC}$ by $v$, given as worst case input $v$ and the subset $C$ of columns, but given random set $R$ of rows. The algorithm should take time $o(m^2)$ in expectation or with high probability with respect to $R$.
3. Same questions, but with Fourier replaced by another unitary, bounded-magnitude matrix of your choice.
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Problem 22: Random Walks

The paper of Das Sarma, Gollapudi, and Panigrahy [DasSarmaGP-08] shows a method for performing random walks in the streaming model. In particular, a random walk of length $l$ can be simulated using $O(n)$ space and $O(\sqrt{l})$ passes over the input stream. Is it possible to simulate such a random walk using $O(n)$ space and a much smaller number of passes, say, at most polylogarithmic in $n$ and $l$? The goal is either to show an algorithm or prove a lower bound.

Das Sarma et al. [DasSarmaGP-08] simulate random walks to approximate the probability distribution on the vertices of the graph after a random walk of length $l$. What is the streaming complexity of approximating this distribution? What is the streaming complexity of finding the $k$ (approximately) most likely vertices after a walk of length $l$?

Problem 23: Approximate 2D Width

The width of a set $P$ of points in the plane is defined as

$$\text{width}(P) = \min_{\|a\|_2 = 1} \left( \max_{p \in P} a \cdot p - \min_{p \in P} a \cdot p \right).$$

For a stream of insertions and deletions of points from a $[\Delta] \times [\Delta]$ grid, we would like to maintain an approximate width of the point set. We conjecture that there is an algorithm for this problem that achieves a constant approximation factor and uses $\text{polylog}(\Delta + n)$ space.

Update

The conjecture has been resolved (in the positive direction) by Andoni and Nguyen [AndoniN-12].

Problem 24: “Ultimate” Deterministic Sparse Recovery

We say that a vector \( v \in \mathbb{R}^n \) is \( k \)-sparse for some \( k \in \{0, \ldots, n\} \) if there are no more than \( k \) non-zero coordinates in \( v \). The goal in the problem being considered is to design an \( m \times n \) matrix \( A \) such that for any \( x \in \mathbb{R}^n \), one can recover from \( Ax \) a vector \( x^* \in \mathbb{R}^n \) that satisfies the following “\( L_2/L_1 \)” approximation guarantee:

\[
||x^* - x||_2 \leq \min_{k\text{-sparse } x' \in \mathbb{R}^n} \frac{C}{\sqrt{k}} ||x' - x||_1,
\]

where \( C > 0 \) is a constant.

We conjecture that there is a solution that (a) uses \( m = O(k \log(n/k)) \) and (b) supports recovery algorithms running in time \( O(n \, \text{polylog} \, n) \).

Background

It is known that one can achieve either (a) or (b) (see, e.g., [NeedellT-10]). It is also possible to achieve both (a) and (b), but with a different “\( L_1/L_1 \)” approximation guarantee, where

\[
||x^* - x||_1 \leq \min_{k\text{-sparse } x'} C ||x' - x||_1 \quad \text{[IndykR-08,BerindeIR-08].}
\]

Problem 25: Communication Complexity and Metric Spaces

Poincaré Inequalities

Alice and Bob are given two points \( x \) and \( y \), respectively, from a specific metric space \( \mathcal{M} \). We are interested in deciding whether \( d_M(x, y) \leq R \) or \( d_M(x, y) \geq \alpha R \), where \( d_M \) is the distance function of \( \mathcal{M} \), \( R > 0 \), and \( \alpha > 1 \). What amount of information must be exchanged in order to solve this problem? Answering this question is interesting in any standard communication model: unrestricted communication between the players, one-way communication, sketching, etc.

The above question can partially be answered if the metric satisfies a specific “gap” Poincaré inequality [AndoniJP-10]. It is known that another kind of Poincaré inequality is equivalent to non-embeddability into \( \ell_2^2 \) [Matousek-02], but it is not known if non-embeddability into \( \ell_2^2 \) implies lower bounds for communication complexity. Can one show a formal connection between the communication complexity for approximating the distance between two points and non-embeddability into \( \ell_2^2 \)?

Product Metrics

We are also interested in the following general class of metrics. Let each \( \mathcal{M}_i = \langle S_i, d_i \rangle, 1 \leq i \leq k \), be a metric space on a set \( S_i \) with a distance function \( d_i \). A product metric space \( \bigoplus_{i=1}^{k} \mathcal{M}_i \) is defined on the product \( S_1 \times \ldots \times S_k \) with the distance function

\[
d((x_1, \ldots, x_k), (y_1, \ldots, y_k)) = \text{op} \left( d_1(x_1, y_1), \ldots, d_k(x_k, y_k) \right),
\]

where \( \text{op} \) is a symmetric operator. For instance, \( \bigoplus_{i=1}^{k} \mathcal{M}_i \) is a proper metric space if \( \text{op} \) is the maximum operator or the \( p \)-th norm for any \( p \in [1, \infty) \). The case when \( \bigoplus_{i=1}^{k} \mathcal{M}_i \) is not necessarily a metric space also finds applications.

Applications of product metric spaces include a nearest neighbor data structure for Ulam distance [AndoniIK-09], and a near-linear time subpolynomial-approximation algorithm for edit distance [AndoniO-09].

The following questions arise in the context of product spaces:

1. Can one design efficient communication protocols for computing the distance between a pair of points? Suppose that there is an efficient communication protocol for each \( \mathcal{M}_i \). What is the communication complexity for computing the distance between two points in \( \bigoplus_{i=1}^{k} \mathcal{M}_i \)?
Jayram and Woodruff [JayramW-09] show streaming algorithms which yield communication protocols.

2. Can one design efficient streaming algorithms and data structures for product metric spaces? In particular, can one efficiently compute the distance between a pair of points? Jayram and Woodruff [JayramW-09] consider the related question of computing *cascaded norms*.

**Update**

It has been shown [AndoniKR-14] that for *normed spaces* the above implication is true: if a normed space does not embed into $\ell_2^2$ (in fact, more generally, does not *uniformly embed* into a Hilbert space), then, there is a non-trivial communication lower bound for distinguishing small and large distances.
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Problem 26: Equivalence of Two MapReduce Models

The original MapReduce paper [DeanG-04] gives two distributed models. First it only says that intermediate key/value pairs with the same key are combined and sent as batch jobs to workers. Then in Section 4.2, it additionally guarantees that the batch jobs received by a single worker are sorted according to the corresponding key values. There are algorithms that rely on this additional feature of MapReduce. Are these two models equivalent? For decision problems in the complexity world, we know strong time-space trade-offs for sorting, but no similar lower bounds are known for distinctness.


- This page was last modified on 6 March 2013, at 20:50.
- This page has been accessed 1,284 times.
Problem 27: Modeling of Distributed Computation

MapReduce has recently inspired two distributed models of computation in the theory community. One is the MUD model of Feldman et al. [FeldmanMSSS-10]. In this model they assume that every worker has at most a polylogarithmic amount of space available, which in total gives at most $\tilde{O}(n)$ space, where $n$ is the input size (in the order of at least terabytes). The other model of computation, due to Karloff et al. [KarloffSV-10], assumes that each of $n^{1-\epsilon}$ workers has at most $n^{1-\epsilon}$ space, where $\epsilon$ is a fixed positive constant. This totals to $n^{2-2\epsilon}$ space in the entire system. Can one design an interesting and practical model that only uses $n^{1+o(1)}$ space/resources?

Problem 28: Randomness of Partially Random Streams

Many streaming algorithms are designed for worst-case inputs and the first step of analysis is conducted using truly random hash functions, which in the second step are replaced by hash functions that can be described using a small number of truly random bits. In practice, the input stream is often a result of some random process. Mitzenmacher and Vadhan [MitzenmacherV-08] show that as long as it has sufficiently large entropy, hash functions from a restricted family are essentially as good as truly hash functions. On a related note, Gabizon and Hassidim [GabizonH-10] show that algorithms for random-order streams need essentially no additional entropy apart from what can be extracted from the input.

In these two cases, the input can be seen as a source of randomness for the algorithm. How can one quantify the randomness of the stream in a natural way? For instance, Mitzenmacher and Vadhan set a lower bound for the Renyi entropy of each element of the stream, conditioned on the previous elements of the stream. Are there measures that are likely to be useful in practice and that are possible to verify?

Once we fix a measure of randomness, how much randomness according to this measure is necessary to derandomize or simplify specific streaming algorithms?

Problem 29: Strong Lower Bounds for Graph Problems

A large number of streaming papers consider graph problems. Typically, the input stream is an arbitrarily-ordered sequence of edges. For many problems, one can show that solving the problem, even approximately, requires $\Omega(n)$ bits of space. For instance, one can relatively easily prove that finding a constant-factor approximation to the maximum matching problem requires $\Omega(n)$ bits of space. Therefore, in many cases, the desired space complexity is of the form $\tilde{O}(n)$.

Despite this relaxation, it is plausible that for some popular problems, there are barriers that cannot be overcome by (approximate) algorithms that use $n^{1+o(1)}$ space and a small number of passes.

For example, let $M(G)$ be the maximum matching size in the input graph $G$. McGregor [McGregor-05] shows that there is an algorithm that finds a matching of size $(1 - \epsilon) \cdot M(G)$ in a number of passes that is a function of only $\epsilon$. It is plausible that for any constant $k$, there is no $k$-pass $\tilde{O}(n)$-space algorithm that finds a matching of size greater than $(1 - \epsilon_k) \cdot M(G)$ times the optimum, where $\epsilon_k$ is a positive constant. In particular, to the best of my knowledge, no one-pass $\tilde{O}(n)$-space algorithm that finds a $(1 - \epsilon)$-approximation for any constant $\epsilon \in (0, 1/2)$ is known. Can one prove lower bounds as suggested above? The question generalizes to other problems. For instance, the best known $\tilde{O}(n)$-space algorithms for simulating random walks require a large number of passes (see [DasSarmaGP-08] and Rina Panigrahy's question). Can one prove for these problems that a small number of passes requires $n^{1+\Omega(1)}$ space?

To the best of my knowledge, computing the BFS tree and computing the diameter are the only problems for which an $n^{1+\Omega(1)}$ lower bound for more than one pass is known [FeigenbaumKMSZ-08].

Update

Guruswami and Onak [GuruswamiO-13] showed that the following problems require roughly $n^{1+\Omega(1/p)}$ bits of space in $p$ passes: testing if there is a perfect matching, checking if $v$ and $w$ are at distance at most $2(p+1)$, and checking if there is a directed path from $v$ to $w$, where $v$ and $w$ are known to the algorithm in advance.

Problem 30: Universal Sketching

Rather than designing different sketching algorithms for every problem, it would be desirable to have algorithms that where universal, in some sense, for a variety of problems. Specifically, let $\mathcal{F}$ be a family of functions mapping frequency vector $[-M, M]^n$ to $\mathbb{R}$. We say could say a sketching algorithm $A$ is $(\epsilon, \delta)$ universal for $\mathcal{F}$ if for all $x \in [-M, M]^n$, $A$ can recover a $(1 + \epsilon)$ approximation each $f(x)$ for any $f \in \mathcal{F}$ with probability $1 - \delta$.

An example would be when $\mathcal{F}$ is $\{F_p : 0 \leq p \leq 2\}$. A simple approach would be to discretize $p$ and to utilize the fact that $\ell_p(x) \approx \ell_{p'}(x)$ if $p$ and $p'$ are sufficiently close. Better yet would be to interpolate through a small set of values, using ideas from Harvey, Nelson, and Onak [HarveyNO-08]. Consequently it should be possible to be universal for $\mathcal{F} = \{F_p : 0 \leq p \leq 2\}$ while using only slightly more space than that required to estimate a specific $F_p$. For what other families are there efficient universal algorithms? It seems that the Indyk-Woodruff [IndykW-05] technique would be useful here, and that the work of Braverman and Ostrovsky [BravermanO-10] is also highly relevant.

Problem 31: Gap-Hamming Information Cost

In the Gap-Hamming problem, two players Alice and Bob have vectors \( x, y \in \{0, 1\}^n \) respectively and wish to compute the function \( f \)

\[
\begin{align*}
  f(x, y) = \begin{cases} 0 & \text{if } \Delta(x, y) \leq n/2 - \sqrt{n} \\ 1 & \text{if } \Delta(x, y) \geq n/2 + \sqrt{n} \end{cases}
\end{align*}
\]

where \( \Delta(x, y) = |\{i : x_i \neq y_i\}| \) is the Hamming distance between the vectors and we are promised that \( |\Delta(x, y) - n/2| \geq \sqrt{n} \). The problem became interesting in the streaming community because a lower bound on the communication complexity of evaluating \( f \) yields a lower bound on the space required by a streaming algorithm to estimate the number of distinct elements or the entropy of a stream. After a series of papers, it is know that evaluating \( f \) requires \( \Omega(n) \) communication [Indyk\textsc{W-03}, Woodruff-04, Brody\textsc{C-09}, Brody\textsc{CRVW-10}, Chakrabarti\textsc{R-11}] even if an unlimited number of rounds of communication are used.

An increasingly popular technique in communication complexity is to prove bounds by bounding the information cost [Chakrabarti\textsc{SWY-01}, BarYossef\textsc{JKS-04}]. Here we consider random input \( (X, Y) \) and consider the mutual information between the input and the random transcript of the protocol \( \Pi(X, Y) \):

\[
I(XY; \Pi(X, Y)) = H(XY) - H(XY|\Pi(X, Y))
\]

It would be interesting to prove a lower bound on the information cost for the Gap-Hamming problem for some natural input distribution.

Update

A linear lower bound on the information cost for a certain distribution was shown by [Kerenidis\textsc{LLRX-12}]. Later, [Braverman\textsc{GPW-13}] showed that a linear lower bound also holds for the uniform distribution.

Problem 32: The Value of a Reverse Pass

Multi-pass stream algorithms have been designed for a range of problems including longest increasing subsequences [LibenNowellVZ-06,GuhaM-08], graph matchings [McGregor-05], and various geometric problems [ChanC-07]. However, the existing literature almost exclusively considers the case when the multiple passes are in the same direction. One exception is recent work by Magniez et al. [MagniezMN-10] on the DYCK$_2$ problem: given a length $n$ string in the alphabet “(,) ,[,]”, determine whether it is well-parenthesized, i.e., it can be generated by the grammar $S \rightarrow (S) | [S] | SS | \epsilon$? For this problem it can be shown that with one forward and one reverse pass over the input, the problem can be solved with $O(\log^2 n)$ space. On the other hand, any algorithm using $O(1)$ forward passes and no reverse passes, requires $\Omega(\sqrt{n})$ space [ChakrabartiCKM-10,JainN-10]. For what other natural problems is there such a large separation?
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Problem 33: Group Testing

Given a set \( S \subset [n] \) of size at most \( k \), we want to identify \( S \) by the following 2-stage process.

1. We choose a set of subsets 
   \( T_1, \ldots, T_m \subset [n] \). For each \( T_i \) we learn whether or not \( T_i \cap S = \emptyset \).

2. Based on the outcomes of the first \( m \) tests, we may choose \( j_1, \ldots, j_{O(k)} \in [n] \). For each \( j_i \) we learn whether or not \( j_i \in S \).

The goal is to minimize \( m \), the number of tests performed in the first stage. Without any further restrictions it has been shown that \( m = O(k \log n/k) \) suffices [BonisGV-05]. However, for various pattern matching applications, we have the constraint that each \( T_i \) needs to be an arithmetic progression, e.g., \( T_i = \{2, 8, 14, 20, \ldots\} \). In this case, \( m = O(k \log^2 n) \) suffices. Is it possible to decrease this to \( m = O(k \log n) \)?

Problem 34: Linear Algebra Computation

It is often not the case that the entire data sits on a single machine and that we are allowed to make one or more passes over it. Instead the data is often distributed across multiple systems. This is one of the reasons why the streaming model does not have more impact in practice for linear algebra computation. It would be great to design new models that address this shortcoming.

Consider also the following problem. Let \( A \) be an \( m \times n \) matrix and let \( k \) be a rank parameter. Let \( P_{A,k} \) be the projection matrix on the best rank-\( k \) left (or right) singular subspace. The goal is to compute the diagonal of \( P_{A,k} \) exactly or approximately in a small number of passes in the streaming model, or even better, in a new model that addresses the aforementioned shortcoming.
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Problem 35: Maximal Complex Equiangular Tight Frames

Consider a system of unit vectors \( \{ x_k : k = 1, 2, \ldots, N \} \) in \( \mathbb{C}^d \). It can be shown that the maximum inner product among these vectors satisfies the Welch bound

\[
\max_{i \neq j} |\langle x_i, x_j \rangle| \geq \sqrt{\frac{N - d}{d(N - 1)}}.
\]

Miraculously, when this bound is attained, the modulus of the inner product between every pair of vectors is identical. Such a configuration is referred to as an equiangular tight frame (ETF).

It can be shown that the cardinality \( N \) of an ETF is \( \mathbb{C}^d \) must satisfy the bound \( N \leq d^2 \). When this bound is attained, the ETF is referred to as a maximal ETF. In other words, a maximal ETF is a system of \( d^2 \) unit vectors in \( \mathbb{C}^d \) whose pairwise inner products share the modulus \( (d + 1)^{-1/2} \).

A striking geometric fact about maximal ETFs is that each one corresponds with a regular simplex consisting of \( d^2 \) points embedded in the set of rank-one, trace-one, complex, Hermitian matrices with dimension \( d \). This correspondence is achieved by mapping each vector \( x \) in the ETF to the matrix \( xx^* \). Researchers believe that there is a maximal ETF for every dimension \( d \). This question, so far, has resisted all efforts at solution.
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Problem 36: Learning an $f$-Transformed Product Distribution

In this learning setting there are $n$ independent Bernoulli random variables $X_1, \ldots, X_n$ with unknown $E[X_i] = p_i$. There is a known transformation function $f : \{0, 1\}^n \mapsto R$, where $R$ is some range. The learner has access to independent draws from $f(X_1, \ldots, X_n)$; i.e., each example for the learner is obtained by independently drawing $X_1, \ldots, X_n$, applying $f$, and giving the result to the learner. Call this distribution $D_f$. The learner's job is to construct a hypothesis distribution $D_f'$ over the range set such that the variation distance between $D_f$ and $D_f'$ is at most $\epsilon$, with high probability.

**Question:** Give some necessary or sufficient conditions on $f$ that make the “learn an $f$-transformed product distribution” problem solvable using $O_\epsilon(1)$ queries, independent of $n$.

**Background:** The following is known [DaskalakisDS-11]:

1. For $f(X) = X_1 + \ldots + X_n$ there's a learning algorithm using $\text{poly}(1/\epsilon)$ queries independent of $n$.
2. For $f(X) = \sum_{i=1}^n i \cdot X_i$, any algorithm for learning to constant accuracy must make $\Omega(n)$ queries.
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Problem 37: Testing Submodularity

A function $f : \{0, 1\}^n \rightarrow \mathbb{R}$ is submodular if for every $i \in [n]$ and every $S \subset T$, such that $i \not\in T$,

$$f(T \cup \{i\}) - f(T) \leq f(S \cup \{i\}) - f(S).$$

**Question:** How efficient can we test that $f$ is submodular (in terms of number of queries to $f$). In particular, can one do it in $\text{poly}(n/\epsilon)$? Special cases of interest that are open:

- $f$ is monotone and for every $S$ and $i \in [n]$, $f(S \cup \{i\}) - f(S)$ is either 0 or 1. In this case $f$ is the rank function of a matroid.
- A more special case (suggested by Noam Nisan): $f$ is said to be a coverage valuation if every $i \in [n]$ is associated with a set $V_i$ from some measurable space with a measure $\mu$ (we might want to think of $V_i$ as discrete, in which case the measure is just the cardinality). Then $f$ is defined by $f(S) = \mu(\bigcup_{i \in S} V_i)$. Observe that such $f$ is a submodular function.

**Background:** The problem is interesting in algorithmic game theory. The best known upper bound on the number of queries is $O(\epsilon^{-\sqrt{n}} \log n)$ [SeshadhriV-11]. We do not know the answer even for constant size $R$, although for $R = \{0, 1\}$ it is easy.
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Problem 38: Query Complexity of Local Partitioning Oracles

A local partitioning oracle is defined in the paper of Hassidim, Kelner, Nguyen, and Onak [HassidimKNO-09], and an implicit construction of a partitioning oracle is shown in the earlier paper of Benjamini, Schramm, and Shapira [BenjaminiSS-08]. Partitioning oracles are a useful abstraction for approximation and testing algorithms in the bounded degree model.

The best known oracle for bounded-degree planar graphs makes at most $d^{\text{poly}(1/\epsilon)}$ queries to the underlying graph to answer each query about the resulting partition, where $d$ is the bound on the maximum vertex degree in the graph. See [Onak-10] for a description of the method.

**Question:** Can one design an oracle that makes only $\text{poly}(d/\epsilon)$ queries? If so, then among other things, this would lead to a tester for planarity in the bounded-degree model that makes only $\text{poly}(1/\epsilon)$ queries, resolving an open question of Benjamini et al. [BenjaminiSS-08].

**Update**

Levi and Ron [LeviR-13] showed a partitioning oracle for bounded-degree minor-free graphs that makes only $(d/\epsilon)^{O(\log(1/\epsilon))}$ queries to the input graph for each query about the partition.

Problem 39: Approximating Maximum Matching Size

Consider graphs with maximum degree bounded by $d$. It is possible to approximate the size of the maximum matching up to an additive $\epsilon n$ in time that is a function of only $\epsilon$ and $d$ [NguyenO-08,YoshidaYI-09]. The fastest currently known algorithm runs in $d^{O(1/\epsilon^2)}$ time [YoshidaYI-09].

**Question:** Is there an algorithm that runs in $\text{poly}(d/\epsilon)$ time?

**Problem 40: Testing Monotonicity and the Lipschitz Property**

Positive answers to the conjectures below would imply better testers for monotonicity and the Lipschitz property. Consider a function \( f : \{0, 1\}^d \rightarrow \mathbb{R} \). It corresponds to a \( d \)-dimensional hypercube with the vertex set \( \{0, 1\}^d \) and (directed or undirected, depending on the problem) edges \((x, y)\) for all \( x \) and \( y \), where \( y \) can be obtained from \( x \) by increasing one bit. Each node \( x \) is labeled by a real number \( f(x) \).

1. A directed edge \((x, y)\) of the hypercube is violated if \( f(x) > f(y) \). Function \( f \) is monotone if no edges are violated.
   
   **Question:** Suppose \( v \) edges are violated. Give an upper bound on the number of node labels that have to be changed to make \( f \) monotone.
   
   **Background:** The best known bound is \( vd \) [DodisGLRRS-99] but the conjecture is \( v \).

2. An undirected edge \((x, y)\) of the hypercube is violated if \( |f(x) - f(y)| > 1 \). Function \( f \) is Lipschitz if no edges are violated.
   
   **Question:** Suppose \( v \) edges are violated. Give an upper bound on the number of node labels that have to be changed to make function \( f \) Lipschitz in terms of \( v \) and \( d \).
   
   **Background:** Nothing nontrivial is known for real labels. The conjecture is \( O(v) \).

For integer labels, the best known bound is \( 2v \cdot \text{ImageDiameter}(f) \) where \( \text{ImageDiameter}(f) = \max_x f(x) - \min_x f(x) \) [JhaR-11].

**Update**

The conjecture has been resolved (in the positive direction) by Chakrabarty and Seshadhri [ChakrabartyS-13].
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Problem 41: Testing Acyclicity

Consider the problem of testing acyclicity in directed bounded-degree graphs (in the incidence list model, where one can query both outgoing and incoming edges).

Question: What is the best algorithm for this problem?

Background: There is a lower bound of $\Omega(n^{1/3})$ for adaptive, two-sided error algorithms, where $n$ is the number of vertices [BenderR-02]. No sublinear upper bound is known. (For dense graphs, in the adjacency matrix model, one can test the property using $\text{poly}(1/\epsilon)$ queries.) The best known lower bound for 1-sided error testing is only $\Omega(\sqrt{n})$.
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Problem 42: Graph Frequency Vectors

For a graph $G$, a $k$-disc around a vertex $v$ is the subgraph induced by the vertices that are at distance at most $k$ from $v$. The frequency vector of $k$-discs of $G$ is a vector indexed by all isomorphism types of $k$-discs of vertices in $G$ which counts, for each such isomorphism type $K$, the fraction of $k$-discs of vertices of $G$ that are isomorphic to $K$. The following is a known fact observed in a discussion with Lovász. It is proved by a simple compactness argument.

**Fact:** For every $\epsilon > 0$, there is an $M = M(\epsilon)$ such that for every 3-regular graph $G$, there exists a 3-regular graph $H$ on at most $M(\epsilon)$ vertices (independent on $|V(G)|$), such that variation distance between the frequency vector of the 100-discs in $G$ and the frequency vector of the 100-discs in $H$ is at most $\epsilon$.

**Question:** Find any explicit estimate on $M(\epsilon)$. Nothing is currently known.
**Problem 43: Rank Lower Bound**

We want to prove that the following tall matrix has full column rank. The columns are indexed by \( a_1, \ldots, a_k \) from the field \( F_{2^n} \) where \( n \) is prime; the rows are indexed by degrees \( d_1 \ldots d_r \). The entry in the \( i \)th column and \( j \)th row is equal to \( a_i^{d_j} \).

**Question:** Is it true that for all \( k \) there exists an \( r \) such that for all \( d_1, \ldots, d_r \) that are powers of 2 and for all \( a_1, \ldots, a_k \) that are linearly independent over \( F_2 \), the rank of the matrix is \( k \)?

**Background:** Note that if \( d_i = i \) and \( r \geq k \), then the matrix is Vandermonde and so has full rank. If \( d_i = 2^i \), then also the matrix has full rank (Lemma 19 in [GrigorescuKS-08]). The general case, when \( d_i \)'s are arbitrary, and not successive powers of two remains open (Conjecture 5.9 in [BenSassonGMSS-11]).
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Problem 44: Approximating LIS Length in the Streaming Model

The goal of LIS is to compute a 2-approximation of the length of the longest increasing subsequence in a given stream of elements.

**Question:** What is the randomized streaming space complexity of LIS, for one pass or possibly a constant number of passes?

**Background:** Gopalan et al. [GopalanJKK-07] gave an $O(n^{1/2} \ polylog(n))$-space deterministic streaming algorithm, using one pass, that achieves $c$-approximation for any fixed $c > 0$. For deterministic algorithms [GalG-07,ErgunJ-08] showed an $\Omega(n^{1/2})$ space lower bound, for a constant number of passes. The latter arguments proceed by proving a lower bound for related communication complexity problems. However, it is known that the randomized communication complexity of those problem is $O(\log n)$ [Chakrabarti-10] so a different approach is needed.
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Problem 45: Streaming Max-Cut/Max-CSP

The problem is defined as follows: given a stream of edges of an \( n \)-node graph \( G \), estimate the value of the maximum cut in \( G \).

**Question:** Is there an algorithm with an approximation factor strictly better than \( 1/2 \) that uses \( o(n) \) space?

**Background:** Note that \( 1/2 \) is achievable using random assignment argument. Moreover, using sparsification arguments [Trevisan-09,AhnG-09], one can obtain a better approximation ratio using \( O(n \text{ polylog } n) \) space. Woodruff and Bhattacharyya (private communication) noted that subsampling \( O(n/\epsilon^2) \) edges gives, with high probability, an \( \epsilon \)-additive approximation for all cuts, and thus \( 1 + \epsilon \) multiplicative approximation for MAX-CUT.

**Question:** What about general constraint satisfaction problems with fixed clause-length and alphabet-size? In this case it is even not known how to obtain \( O(n \text{ polylog } n) \) space bound.

Problem 46: Fast JL Transform for Sparse Vectors

Consider a distribution over linear mappings $A$ from $\mathbb{R}^d$ to $\mathbb{R}^k$, $k = O(\log(1/P)/\epsilon^2)$. We say that it has an $(\epsilon, P)$-JL property if for any vector $x \in \mathbb{R}^d$ we have

$$\|Ax\|_2 = (1 \pm \epsilon)\|x\|_2$$

with probability $1 - P$.

**Question:** Can we construct a distribution with this property such that the matrix-vector product $Ax$ can be evaluated in time $(s + k) \cdot \text{polylog}(d)$ time given an $s$-sparse $x$?

**Background:** Such an algorithm is not known even for $s = d$ (unless $k$ is larger [AilonL-11], [KrahmerW-11]).

**Question:** Provide an explicit construction of a distribution with the $(\epsilon, P)$-JL property such that the random matrix $A$ can be generated using $O(\log(d/P))$ bits.

**Problem 47: Annotated Streaming**

In the annotated stream model [ChakrabartiCM-09], a stream is augmented with ‘annotation’, which takes the form of a proof of a property of the stream. In its simplest form, the annotation may just be a reordering of the stream to make it easy to compute a function of interest. The key parameters in this model are $H$, the size of the annotation, and $V$, the space needed by the streaming party to view the stream and verify the proof. The annotation proposed should be such that an honest annotation will always be accepted, while a mistaken annotation will be detected and rejected with high probability.

We consider the problem of counting the number of triangles in a graph described by a stream of edges (where each edge is promised to occur at most once). Partial results from the above reference are that $H = O(n^2)$ and $V = \tilde{O}(1)$ is possible, as is $H = O(n^{3/2})$, $V = O(n^{3/2})$.

**Question:** Can one achieve $H = V = \tilde{O}(n)$?


- This page was last modified on 6 March 2013, at 20:55.
- This page has been accessed 933 times.
Problem 48: Sketching Shift Metrics

For any \( x, y \in \{0, 1\}^n \), define the shift metric
\[
sh(x, y) = \min_{\sigma} H(x, \sigma(y)),
\]
where \( \sigma \) ranges over all \( n \) cyclic permutations of \( \{1 \ldots n\} \), and \( H() \) is the hamming distance.

For any \( c > 20 \), the promise problem \( P_c \) is to distinguish whether \( sh(x, y) > n/10 \) or \( sh(x, y) < n/c \). Consider probabilistic mappings \( L_c : \{0, 1\}^n \rightarrow \{0, 1\}^s \). We say that \( L_c \) is a sketching scheme for \( P_c \) if there is an algorithm that, for any \( x, y \in \{0, 1\}^n \) satisfying the promise of \( P_c \), given \( L_c(x) \) and \( L_c(y) \), solves \( P_c \) with probability at least 0.9.

**Question:** Is there a sketching scheme for \( P_c \) where \( c = O(1) \) and \( s = O(1) \)?

**Background:** If the shift metric is replaced by Hamming metric, one can achieve \( s = O(1) \) using random sampling [KushilevitzOR-00]. The actual problem can be solved for \( c = O(\log^2 n) \) and \( s = O(1) \) [AndoniIK-08]. The algorithm proceeds by embedding the shift metric into Hamming metrics, and it is known that this step must induce \( \Omega(\log n) \) distortion [KhotN-06]. There's also a solution for \( c = 1 + \epsilon \) and \( s = \tilde{O}(\epsilon^{-2} \sqrt{n}) \) [CrouchM-11].
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Problem 49: Sketching Earth Mover Distance

For any two subsets $A, B$ of the planar grid $[n]^2$, $|A| = |B|$, define

$$\text{EMD}(A, B) = \min_{\pi: A \rightarrow B} \sum_{a \in A} \|a - \pi(a)\|_1,$$

where $\pi$ ranges over one-to-one mapping from $A$ to $B$.

**Question:** What is the sketching complexity of $c$-approximating EMD? That is, consider a distribution over mappings $L_c$ that maps subset of $[n]^2$ to $\{0, 1\}^s$, such that for any sets $A, B$ with $|A| = |B|$, given $L_c(A), L_c(B)$, one can estimate $\text{EMD}(A, B)$ up to a factor of $c$, with probability $\geq 2/3$. Is it possible to construct such a distribution for constant $c$ and $s = \text{polylog } n$?

**Background:** It is known that one can achieve $s = O(\log n)$ for $c = O(\log n)$ by embedding EMD into $\ell_1$ [IndykT-03, Charikar-02], and $s = n^{O(1/c)} \text{ polylog } n$ for any $c \geq 1$ [AndoniDIW-09].

Problem 50: Sparse Recovery for Tree Models

For any \( n = 2^h - 1 \), we can identify the coordinates of a vector \( v \in \mathbb{R}^n \) with the nodes of a full binary tree \( B_h \) of height \( h \) and root 1. We define a \( k \)-sparse tree model \( T_k \) to be a set of all \( T \subset [n] \) of size \( k \) which form a connected subtree in \( B_h \) rooted at 1.

We want to design an \( m \times n \) matrix \( A \) such that for any \( x \in \mathbb{R}^n \), one can recover from \( Ax \) a vector \( x^* \in \mathbb{R}^n \) such that:

\[
\|x^* - x\|_1 \leq \min_{x' \in \mathbb{R}^n, \text{ supp}(x') \subset T} \text{ for some } T \in T_k \ C\|x' - x\|_1,
\]

where \( \text{ supp}(x') \) is the set of non-zero coefficients of \( x' \), and \( C > 0 \) is a constant.

**Question:** Is it possible to achieve \( m = O(k) \) for some constant \( C > 0 \)?

**Background:** It is possible to achieve a weaker bound of \( m = O(k \log(n/k)) \) even if \( T_k \) is replaced by the set of all \( k \)-subsets of \([n]\) [CandesRT-06a]. However, since \( |T_k| = \exp(O(k)) \), one can expect a better bound for \( T_k \). The best \( C \) we know how to achieve for \( m = O(k) \) is \( O(\sqrt{\log n}) \) [IndykP-11] (building on [BaraniukCDH-10]).

**Update**

Indyk and Razenshteyn [IndykR-13] improved the bound on \( m \) to \( O(k \log(n/k)/\log \log(n/k)) \) for constant \( C \). In a follow-up paper, Bah et al. [BahBC-14] presented an *efficient* recovery algorithm for this number of measurements.

Problem 51: “For All” Guarantee for Computationally Bounded Adversaries

There are two types of compressed sensing guarantees, illustrated using two players:

- **For all**: Charlie constructs the sensing matrix $\phi$, and then Mallory constructs the signal $x = x(\phi)$ as a function of $\phi$.

  The Compressed Sensing question is to recover the approximate signal $\tilde{x}$ from the measurement $\phi x$. The best guarantee possible is the following $\ell_2/\ell_1$ guarantee:

  $$||\tilde{x} - x||_2 \leq \epsilon/\sqrt{k}||x_{\text{opt}} - x||_1.$$ 

- **For each**: Charlie construct a distribution $D$ over sensing matrices $\phi$. Then Mallory constructs a vector $x = x(D)$ dependent on the distribution only. Finally, a sensing matrix $\phi$ is sampled from the distribution $D$. The goal is again to recover $\tilde{x}$, with good probability over the choice of $\phi$. It turns out a stronger guarantee, termed $\ell_2/\ell_2$, is possible:

  $$||\tilde{x} - x||_2 \leq (1 + \epsilon)||x_{\text{opt}} - x||_2.$$ 

In some sense the two “worlds” are incomparable: the first one works for all $x$ but obtains weaker error guarantee, and the second one works for each $x$ with some probability but gets better error guarantee.

**Question**: How can we get the best of both worlds (“for all” with $\ell_2/\ell_2$ error)?

Once we require “for all”, it is provably impossible to obtain $\ell_2/\ell_2$ error. But what if Mallory has bounded computational resources to construct a “bad” $x$?

A preliminary result considers the following setting. Mallory sees $\phi$ and writes down a sketch of $\phi$ (in bounded space). Then Mallory produces $x$ from this sketch only. Then $\ell_2/\ell_2$ is possible for such $x$’s.

Generally, we would like to allow Mallory to be probabilistic polynomial time, and have a $\phi$ so that Mallory still cannot find an input $x = x(\phi)$ that breaks the recovery algorithm.

Problem 52: TSP in the Streaming Model

We have $n$ points living in $\{1, \ldots, \Delta\}^2$.

**Question:** Can we approximate the value of the TSP tour (Traveling Salesman Problem) of the $n$ points when streaming over the points in one pass, using small space ($\log^{O(1)} \Delta$)?

One can achieve a 2-approximation by computing a minimum spanning tree in small space, and use the MST to approximate TSP. The question is whether one can obtain an approximation factor $c < 2$ in polylog space. There are other natural related question, such as computing the Earth-Mover Distance over the points in the stream (see Problem 49).

Problem 53: Homomorphic Hash Functions

Question: Construct a hash function $h: \mathbb{F}_p^n \rightarrow \mathbb{F}_p^m$, where $m < n$, satisfying the following properties:

- $h$ is linear: $h(u + v) = h(u) + h(v)$ for all $u, v \in \mathbb{F}_p^n$;
- for any $u, v$, we have $\Pr[h(u) = h(v)] = \frac{c}{p^m}$ for some constant $c$ independent of $n, m$.

One solution is by considering a random linear function, given by the matrix $M$. Then we have that $\Pr_M[Mu = Mv] = \Pr_M[M(u - v) = 0] = 1/p^m$. This function would require $O(nm \log p)$ random bits, and computing $h$ takes $O(nm)$ time. We would like more efficient solutions. Ely and coauthors claim a solution with $O((n + m) \log p)$ bits, and $O((n + m) \log(n + m))$ time. If one considers Reed-Salomon codes, it seems that they would give worse bound on second property (probability of collision).

Problem 54: Faster JL Dimensionality Reduction

The standard Johnson-Lindenstrauss lemma states the following: for any $0 < \epsilon < 1/2$, any $x_1 \ldots x_n \in \mathbb{R}^d$, there exists $A \in \mathbb{R}^{k \times d}$ with $k = O(1/\epsilon^2 \cdot \log n)$, such that for any $i, j$ we have

$$\|Ax_i - Ax_j\|_2 = (1 \pm \epsilon)\|x_i - x_j\|_2.$$

The main question is to construct $A$'s that admit faster computation time of $Ax$. There are several directions to try to obtain more efficient $A$:

* Fast JL (FFT-based): Here, the runtime is of the form $O(d \log d + \text{poly}(k))$ to compute $Ax$ ($d \log d$ is usually the most significant term).
* Sparse JL: Here, the runtime is of the form $O(\epsilon k \|x\|_0 + k)$, where $\|x\|_0$ is the number of non-zero coordinates of $x$ (i.e., it works well for sparse vectors).

**Question:** Can one obtain a JL matrix $A$ such that one can compute $Ax$ in time $\tilde{O}(\|x\|_0 + k)$?

One possible avenue would be by considering a “random” $k$ by $k$ submatrix of the FFT matrix. This may or may not lead to the desired result.
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Problem 55: Applications of Clifford Algebras in Graph Streams

Some of the recent results in graph streaming algorithms [KaneMSS-12, ManjunathMPS-11] use complex-valued sketches to capture the graph structure. While it had been known earlier that integer-valued sketches can be used to count triangles, Kane et al. [KaneMSS-12] developed a complex-valued sketch to count the number of occurrences of an arbitrary subgraph of constant size. These techniques also extend to variations of the subgraph counting problem, for instance counting a directed or (labelled) subgraph. However, the bounds on the space complexity which depends on the variance of the sketches are quite loose for most graph families.

It is interesting to compare these results to the framework of designing randomized algorithms for computing the permanent. Let $A$ be a 0-1 matrix, and $B$ be the matrix obtained from $A$ by replacing each 1 uniformly and randomly with an element from a finite set $D$. With suitable choices of the set $D$, the determinant of $B$ can be used to approximate the permanent of $A$. As shown by Chien et al. [ChienRS-03] and discussed by Muthukrishnan [Muthukrishnan-06], by choosing elements of $D$ from $\mathbb{Z}$, $\mathbb{C}$, or a Clifford algebra, the variance of the estimator drops significantly each time when we move to a more “complex” algebra. It seems plausible that similar techniques can be used to improve the space complexity of graph streaming algorithms which are based on complex-valued random variables.

**Question:** Find suitable applications of Clifford algebra in designing algorithms in graph streams.

Problem 56: Efficient Measures of “Surprisingness” of Sequences

Consider a sequence of i.i.d. random bits $S \in \{0, 1\}^n$.

**Question:** Find efficient measures of how surprising/unbelievable $S$ appears to be. (Good heuristic for measuring how probable/improbably a string is.)

For example, if we see $0, 0, 0, \ldots$, we won't believe it is random (i.e., it is surprising.)

One existing measure is the ($k^{th}$-order) Shannon entropy $H_k$ ($H_0$ would correspond to taking the entropy of the empirical frequencies of 0s and 1s). However, it fails to say that a string like $(0, 0, \ldots, 0, 1, 1, \ldots, 1)$ is surprising (from the point of view of densities it looks pretty random).

Ideal solution is to consider the Kolmogorov complexity, but it is hard (impossible) to compute.

A particular setting of the strings to consider may be: suppose each bit is generated from a biased independent coin, but the bias of the coin changes (slowly?) over time. Is there a good compression here?

**Problem 57: Coding Theory in the Streaming Model**

Consider the problem of “codeword testing” in the data stream model. In particular, consider a code $C : \Sigma^k \rightarrow \Sigma^n$ with distance $d$. The specific problem is the following:

The input to the problem is a vector $y \in \Sigma^n$ and integer parameters $0 \leq \tau_1 < \tau_2 \leq n$. The algorithm has to decide whether

$$\Delta(y, C) \leq \tau_1 \text{ or } \Delta(y, C) \geq \tau_2,$$

where $\Delta(y, C)$ is the Hamming distance of $y$ from the closest codeword in $C$.

Ideally, we want a one-pass, $\log^O(1) n$ space algorithm to solve the problem above for some good code $C$ (that is, we have $k \geq \Omega(n)$ and $d \geq \Omega(n)$). Or if we prove a hardness result, one would like a hardness result for every good code $C$. (For the sake of simplicity, assume that the algorithm has access to some succinct description of the code $C$.)

The main technical motivation comes from the case when $\tau_1 = 0$ and $\tau_2 \geq \epsilon n$ for any fixed $\epsilon > 0$ but with constant number of queries to $y$ (i.e. in the property testing world). This question is perhaps the open question in the codeword testing literature. The case of $\tau_1 > 0$ also makes sense in the property testing world and has been studied [GuruswamiR-05]. (See the paper for some potential practical motivations.)

One of the original motivation (in [RudraU-10]) for the study of the data-streaming version of the question was possibly to use communication complexity results to prove the impossibility of good locally testable codes.

It was shown in [RudraU-10] that for the well-known Reed-Solomon codes, the data stream version of the problem can be solved for $\tau_1 = 0$ and $\tau_2 = 1$ with one pass and logarithmic space. It can also be shown that the classical Berlekamp-Massey algorithm for decoding Reed-Solomon codes implies a solution for the case $\tau_2 = \tau_1 + 1$ with one pass and space $\tilde{O}(\tau_1)$ [2]. Finally, [McGregorRU-11] showed how to solve this problem in one pass and $O(k \log n)$ space. This question is wide open:

Solve the problem above with one pass and $\tilde{O}(\min(k, \tau_1))$ space.

In fact the very special case of the problem above for $k = \tau_1 = \sqrt{n}$ with one pass and space $o(\sqrt{n})$ is also open. This is open even for the special case of Reed-Solomon codes.

**Notes**
1. The distance of a code $C$ is the minimum Hamming distance between any two codewords, i.e.,
\[ \min_{x \neq y \in \Sigma^n} \{i \in [n] | C(x)_i \neq C(y)_i \}. \]

2. There is a small catch: the algorithm actually computes the location of errors if the number of errors is at most $\tau_1$. However, results in [RudraU-10] can be used to verify if the returned error locations are indeed correct.

Problems 58: Signatures for Set Equality

Given $S \subseteq \{1, \ldots n\}$, we would like to construct a fingerprint so that later, given fingerprints of two sets, we can check the equality of the two sets. There are (at least) two possible solutions to the problem:

1. $h(S) = \left( \sum_{i \in S} x^i \right) \mod p$ for random $x \in \mathbb{Z}_p$. Update time would be roughly $\log p = \Omega(\log n)$. One would like to obtain a better update time.
2. $h(S) = \left( \prod_{i \in S} (x - i) \right) \mod p$ and random $x$. Insertion can be done in constant time. But the fingerprint is not linear.

**Question:** Can we construct a fingerprint that achieves constant update time and is linear, while using $O(\log n)$ random bits? Ideally updates would include insertions and deletions. Linearity would imply, for example, that if $S_1 \subseteq S_2$ we can compute $h(S_2 \setminus S_1)$ in constant time, as the difference of $h(S_2)$ and $h(S_1)$.
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Problem 59: Low Expansion Encoding of Edit Distance

Let \( T = \bigcup_{i=1}^{n} \{0, 1\}^i \). For a pair of strings \((x, y) \in T \times T\), let \( \text{ed}(x, y) \) denote the edit distance between \( x \) and \( y \), which is defined as the minimum number of character insertion, deletion, and substitution needed for converting \( x \) into \( y \).

**Question:** Is there a mapping \( f : T \to \{0, 1\}^m \) satisfying the following conditions

- \( f \) is injective, i.e. it does not map different inputs to the same point.
- \( m = O(n^c) \) for some constant \( c \geq 1 \).
- For strings with \( \text{ed}(x, y) = 1 \) we have \( H(f(x), f(y)) \leq C \) for \( C = o(\log n) \).

The same question holds for randomized mappings as long as they map different \( x \) and \( y \) to different points with high probability. Currently the best upper bound on \( C \) is \( O(\log n \log^* n) \) achieved through a randomized mapping that deploys the Locally Consistent Parsing method [CormodePSV-00]. For non-repetitive strings (the Ulam distance) there is a deterministic mapping with \( C \leq 6 \) and \( c = 2 \). Preferably we would like to have mappings that are efficiently computable and are equipped with polynomial time decoding algorithms \( (x \) can be obtained from \( f(x) \) efficiently). See [Jowhari-12] for motivations on the problem.
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Problem 60: Single-Pass Unweighted Matchings

Suppose you have $O(n \text{ polylog } n)$ memory and a single pass over a stream of $m$ edges (arbitrarily ordered) on $n$ nodes. How well can you approximate the size of the maximum cardinality matching? A trivial greedy algorithm finds a $1/2$-approximation but that's still the best known algorithm in the general setting. Kapralov [Kapralov-12] showed that achieving better than a $1 - 1/e$ approximation is impossible. If the stream is randomly ordered, Konrad et al. [KonradMM-12] presented a $1/2 + 0.005$-approximation. Other variants of the question are also open, e.g., achieving a $(1 - \epsilon)$ approximation in the minimum number of passes (see, e.g., Ahn and Guha [AhnG-11]) or the best approximation possible for maximum weighted matching in a single pass (see, e.g., Epstein et al. [EpsteinLMS-11]).

Problem 61: RNA Folding

An RNA sequence is a string of letters from the alphabet \{A, C, G, U\}, where A---U and C---G form pairings. A set of pairings in such a string is said to be non-crossing if there are no pairs of the form \((i, j)\) and \((k, l)\), where \(i < k < j < l\).

A maximum non-crossing matching is a pairing of A---U and C---G of maximum cardinality that is non-crossing. Given a string of length \(n\), such a matching can be computed in \(O(n^2)\) space and \(O(n^3)\) time via dynamic programming [Eddy-04].

Note that there is a trivial 2-approximation to the optimal matching. Find the optimal matchings on the \{A, U\} and \{C, G\} subsequences, and take the larger one. In particular, this implies that a 2-approximation to the size of the optimal non-crossing matching can be computed in \(O(1)\) space.

How well can the size of the optimal non-crossing matching be approximated in \(\text{polylog}(n)\) space and a small number of passes?

(Additional question from Alex Andoni: Can the problem be solved in the RAM model with running time better than the trivial dynamic programming?)

Problem 62: Principal Component Analysis with Nonnegativity Constraints

Given a symmetric matrix $A$, we can think of Principal Component Analysis (PCA) as maximizing $x^TAx$ subject to $\|x\| = 1$. If we also add the condition $x \geq 0$, this problem becomes NP-hard. We can define a convex relaxation:

$$\max \text{Tr}(WA) \quad \text{s.t.} \quad \text{Tr}(W) = 1, \ W \geq 0, \ W \succeq 0.$$ 

Suppose that $A$ is a random matrix. In particular, set $A_{ij}$ to be i.i.d $N(0,1)$. Then empirical results show that the resulting $W$ is a rank-1 matrix, which means that we recover the optimal $x$ exactly.

Is this true in general? Note that we can prove that the solution is rank 1 if $A = vv^T + (\text{small amount of noise})$
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Problem 63: Submodular Matching Maximization

Let $G = (V, E)$ be a graph. Fix a monotone submodular function $f : 2^E \to \mathbb{R}$. A matching $M \subseteq E$ is called a maximum submodular matching (MSM) with respect to $f$ if it maximizes $f(E)$. This generalizes maximum weight matching (MWM). Suppose the graph edges are streaming and we are allowed only one pass. It is known that using $O(n \log n)$ space we can approximate MWM within a factor of $4 + \epsilon$ [CrouchS-14] and MSM (for any $f$) within $7.75$ [ChakrabartiK-14]. It is also known that we cannot approximate MWM to a factor better than $\frac{e}{e-1}$ using $n \ poly\log(n)$ space [Kapralov-12].

Can we show a stronger lower bound for maximum submodular matchings? A conjecture is that it will be hard to get a better than 2-approximation in one pass with the same space constraints.

A related question (due to Deeparnab Chakrabarty): Is there an instance-wise gap between MWMs and MSMs in the stream setting, for some choice of submodular $f$ and with the MWM instance being derived by evaluating $f$ at singleton sets?

Problem 64: Matchings in the Turnstile Model

Consider an unweighted graph on $n$ nodes defined by a stream of edge insertions and deletions. Is it possible to approximate the size of the maximum cardinality matching up to constant factor given a single pass and $o(n^2)$ space? Recall that a factor 2 approximation is easy in $O(n \log n)$ space if there are no edge deletions.
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Problem 65: Communication Complexity of Connectivity

A recent result in graph sketching [AhnGM-12] can be rephrased in terms of a simultaneous message communication protocol with public coins. Specifically, suppose that $n$ players are each given a row of the adjacency matrix of some graph. The players simultaneously send a message to a central player who must then determine whether the graph is connected. Existing work shows that this is possible with $O(\log^3 n)$ bit messages from each player. Are $O(\log^2 n)$ or $O(\log n)$ bits sufficient? Also, is there a non-trivial lower bound if the players must use private coins?
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Problem 66: Distinguishing Distributions with Conditional Samples

Suppose we are given access to two distributions $P$ and $Q$ over $\{1, 2, \ldots, n\}$ and wish to test if they are the same or are at least $\epsilon$ apart under the $\ell_1$ distance. Assume that we have access to *conditional samples*: a query consists of a set $S \subseteq \{1, 2, \ldots, n\}$ and the output is a sample drawn from the conditional distribution on $S$ [ChakrabortyFGM-13, CanonneRS-14]. In other words, if $p_j$ is the probability of drawing an element $j$ from $P$, a conditional sample from $P$ restricted to $S$ is drawn from the distribution where

$$\Pr(j) = \begin{cases} \frac{p_j}{\sum_{i \in S} p_i} & \text{if } j \in S, \\ 0 & \text{otherwise.} \end{cases}$$

It is known that if one of the distributions is fixed, then the testing problem requires at most $\tilde{O}(1/\epsilon^4)$ queries, which is independent of $n$ [CanonneRS-14].

What can we say if both distributions are unknown? The best known upper bound is $\tilde{O}\left(\frac{\log^5 n}{\epsilon^4}\right)$ [CanonneRS-14].

**Update**

Acharya, Canonne, and Kamath [AcharyaCK-14] showed that $\Omega(\sqrt{\log \log n})$ conditional queries are needed in this case for some constant $\epsilon > 0$. Contrary to the case of only one distribution unknown, if both distributions are unknown, the required number of queries is a function of $n$.
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Problem 67: Difficult Instance for Max-Cut in the Streaming Model

We are interested in Max-Cut in the streaming model, and specifically in the tradeoff between approximation and space (storage) complexity. Formally, in the Max-Cut problem, the input is a graph $G$, and the goal is to compute the maximum number of edges that cross any single cut $(V_1, V_2)$. This is clearly equivalent to computing the least number of edges that need to be removed to make the graph bipartite. In the streaming model, we assume that the input graph is seen as a sequence of edges, in an arbitrary order, and the goal is to compute the Max-Cut value, i.e., the number of edges (or approximate it). There is no need to report the cut itself. For instance, it is easy to approximate Max-Cut within factor $1/2$ using $O(\log n)$ space, by simply counting the total number of edges in the input and reporting $|E(G)|/2$.

Here is a concrete suggestion for a hard input distribution, which is known to be a hard instance for bipartiteness testing in sparse graphs [GoldreichR-02]. Let $G'$ be a graph consisting of a cycle of length $n$ (where $n$ is even) and a random matching. It is known that with high probability, $G'$ is an expander and at least $0.01n$ edges have to be removed to turn it into a bipartite graph. Let $G''$ be a graph consisting of a cycle of length $n$ and a random matching, with the constraint that the matching must consist only of odd chords: these are chords that are an odd number of vertices apart on the cycle. It is easy to see that $G''$ is always bipartite.

The total number of edges in both $G'$ and $G''$ is exactly $3n/2$. It is easy to see that

- $G''$ has a cut of size $3n/2$,
- with high probability, $G'$ has no cut of size greater than $(3/2 - 0.01)n$.

How much space is required to distinguish between these two graphs in the streaming model? Is it $\Omega(n)$? And what about the (multi-round) communication complexity of the problem, namely, the edges of the input graph are split between two parties, Alice and Bob, who need to estimate the Max-Cut?
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Problem 68: Approximating Rank in the Bounded-Degree Model

Let $A : \mathbb{F}_p^{m \times n}$ be a matrix such that each row and column has a constant number of non-zero entries (hence, $m = O(n)$). The matrix $A$ can be accessed via the following types of queries. If we specify the $i$-th row, then we obtain the indices $j$ for which $A_{i,j} \neq 0$. Similarly, if we specify the $j$-th column, then we obtain the indices $i$ for which $A_{i,j} \neq 0$. For a parameter $\epsilon > 0$, we want to approximate the rank of $A$ to within $\pm \epsilon n$. How many queries are needed to accomplish this task?

When $p = 2$ and each row has exactly two ones, $A$ can be seen as the incidence matrix of a graph, and its rank is equal to $n - c$, where $c$ is the number of connected components. In this case, the rank can be approximated efficiently, with $\tilde{O}(1/\epsilon^2)$ queries, because we know how to efficiently approximate $c$ [ChazelleRT-05].

In general, we conjecture that $\Omega(n)$ queries are necessary. The difficulty in showing this lower bound arises from the fact that few techniques for proving $\Omega(n)$ lower bounds for the bounded-degree model are known. Bogdanov, Obata, and Trevisan [BogdanovOT-02] show a lower bound of $\Omega(n)$ for the problem of testing the satisfiability of $\text{E3LIN}-2$ instances in the bounded-degree model. However, the lower bound is obtained by considering a distribution of instances of the form $Ax = b$, where $A$ is fixed and $b$ is random. Hence, we cannot directly apply the construction to the rank problem as we only have $A$.
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